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Matrix Factorization
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only model the implicit factors



Collaborative Relation-aware Graph 

4Interaction of users and items 

Relationship between items and side information



Input/Output
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Output : predict the probability that user u will interact item v 
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Decomposed Graph Convolutional Network 
(DGCN)
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Implicit Factors Decomposition 

user u and his interacted items set 



9

Factor-level attention network 

the probability i,k
that factor k is the reason why user u interacts item i



10

Attentive implicit relation-wise aggregation 
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Disagreement regularization 
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Explicit Relation Modeling 
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Explicit Relation Modeling 
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High-order Connectivity Modeling 
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Model learning 
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Dataset
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Impact of number of fine-grained implicit relations 
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Conclusion
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• propose Decomposed Graph Convolutional Network (DGCN)
Ø decomposes users and items into multiple factor-level representations 
Ø utilizes factor-level attention and attentive relation aggregation to model 

implicit factors behind collaborative signals in fine-grained level

• To capture explicit factors, they devise a user-specific relation aggregator 
to aggregate the most import entities 


